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OVERVIEW OF REPORT

An analytical analysis of the data flow within the SRB Automated Booster
Assembly Checkout System has been conducted. This analysis which is Task
1 of the work statement is presented isn Section 4.0 of this report. The
results are summarized in Section 4.2 and indicate that the ABACS system
will be able to carry a worst case load with only one Ethernet Local

Area Network.

The ABACS data system model has been updated by a newly—coded PASCAL-
based simulation program which has been installed on the HOSC VAX
system, This model is described and 1ocumented in Sectiomns 1,0, 2.0,
3.0, 6.0 and in the appendices of this report. This model is Task 2 of

the work statement.

The Sectionn 5.0 of this report offe: suggestions to fine tune the
performance of the ETHERNET interconnection network, Task 3 of the work

statement.

Suggestions for using the Nutcracker by Excelan to trace itinerate
packets which appear on the network from time to time have been offered

in discussions with the HOSC personnel, Task 4 of the statement of work.

Several visits to the HOSC facility were made during the course of the
contract to install and demonstrate tbe simulation model. In addition,

several visits were made to USBI BPC in Slidell, LA to discuss the ABACS

system operation,
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1.0 INTRODUCTION TO ABACS

ABACS (Automated Booster Assembly Checkout System) is a system
designed to facilitate the testing of the solid rocket booster (SRB)
by providing an automatic checkout capability for specific components
of the SRB. The National Aeronautics and Space Administration uses the
SRB to place the United States Space Shuttle into orbit. The facility
housing the installed ABACS system is the Assembly Refurbishment

Facility located at the Kennedy Space Center, Cape Canaveral, Florida.

The actual ABACS system is a8 hardware/software system designed and
built by the Slidell, LA section of the Booster Production Company
Incorporated. The equipment will be used to test the first Space

Shuttle mission following the Space Shuttle explosion of 1986.

Within any communication system such as ABACS, the possibility exists
that data flow bottlenecks will occur with the result that the system
is no longer able to handle the information transfer. This bottleneck
could possibly occur at any level in ABACS: at the VAX Control
Computer level, at the Station Controller level, or at the Local Area
Network (LAN) level. The primary ptvrpose of this research is to
analyze the ABACS system and determ:.ne that the Ethermet LAN is
capable of carrying the computational load in the nominal and in the
worst case configurations. This wor} will be performed using two
techniques: an analytical analysis of the data flow within the system
and a simulation program which predicts the behavior of the system

ander differing configurations. Figure 1.0 illustrates the top-level
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ABACS system diagram,., Figure 1.1 shows the physical system
installation with the distance between Ethernet devices indicated in

feet.

1.1 ABACS System Configuration.

The ABACS equipment consists of nine major subsystems and many
supplementary devices. Only the major ;ubsystems and the Ethernet LAN
which pertain to the analysis of the LAN data communication will be
documented in this research., For verv detailed descriptions of each
device and other elements of the ABACS ;ystem such as the Peripheral
bus, the reader should consult the Opcration and Maintenance Manuals
provided by USBI BPC for each device. The primary system components
are the Control Computer Systems: two VAX 11/750 computers (VAX), and
the Station Controllers: two Forward Te:t Stations (FWD), two AFT Test
Stations (AFT), the Thrust Vector Ccntroller (TVC), the Altitude
Switch Assembly/ Sensor Test Set (ASA), the VSWR/ Location Aids Test
Set (VSWR/LA), the Integrated Electroni:s Assembly Test Set (IEA), the
Development Flight Instrumentation Test Set (DFI), and the Emulator

(EMU) .

Figure 1.2 shows a functional overview of the ABACS system. The
primary activity of the system is tbe VAX with station controller
communication over the Ethernet bus. The actual system information
flow is displayed in Figure 1.3. The information passed over Ethernet

between the VAX and the station control:ers include ATLAS (Abbreviated
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Test Language for All Systems) command: with responses, archive data,

and alarm messages.

1.1.1 VAX Computers.

The dual VAX 11/750 computers provide control for the overall system.
The VAX resident runtime system initiates test execution, provides
control, allows test station reporting, records archive information,
and handles graphics. The actual hardware of the system will be
introduced here in terms of the architecture and components of the

control computer.

The ABACS system includes a computer assembly, a printer/plotter
assembly, a VAX console terminal assembly, a dual mag tape assembly,
and an Ethernet controller unit. Figure 1.4 displays the primary
hardware of the ABACS control computer. A functional block diagram is

shown in Figure 1.5.

The computer assembly is divided into two sections: the expansion unit
and the CPU unit. The expansion unit houses the system disk which has
a 475 Mbyte unformatted capacity. The expansion unit is located next
to the CPU unit of the computer asserbly. The CPU of each Control

Computer is a Digital Equipment Corporestion VAX 11/750.

The printer/plotter assembly include: a dot matrix printer with a

maximum rate of 600 lines per minut:. It has a resolution of 400
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dots/inch horizontally and 288 dots/incl vertically.

The VAX console terminal is a LA-120 DECWRITER terminal. It has a wide
range of features. The LA-120 is basically a typewriter—printer which
has a dot matrix printer with a maximum print rate of 180 characters
per second. Communication with the host computer is serial

asynchronous and operates at 9600 baud.

The dual mag tape assembly uses two racl enclosures. Each rack houses
a mag tape assembly with each using a standard ABACS time code reader.
The Kennedy model 9400 Tri-density tape dive has three format modes:
6250 BPI group coded mode — nominal data transfer rate of 280-312
Kbytes/sec, 1600 BPI phase encoding mod: — nominal data rate of 120
kbytes/sec, and 800 BPI non-return—to-z¢ro mode — nominal data rate of
60 Kbytes/sec. Tape Drive B also houses the multibus chassis which
provides Ethernet communication capabilities. Figure 1.6 shows the
overall bus interface for the control computer and how the multibus

chassis is interfaced to the CPU unit.

The multibus chassis which is also callad the controller in the VAX
contains two Intel Ethernet control cards (iSBC 186/51), two DR11W
emulators (Ikon 10077), and one Intel Ethernet arbitration computer
(iSBC 86/14). Appendix I includes the attributes of the ABACS board

level hardware.

Basically, the control card accepts and interprets the data received

19
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from the two Ethernet LAN's. If the information is to be passed to the
to the VAX, the interface between the VAX and the controller utilizes
two DR11W Digital Equipment Corporstion interface modules in
conjunction with two IKON DR11W compatible multibus boards. One DR11W
board is used for transmit and the other for receive. The processes
between the controller and the VAX handshake each operation., The DR11VW
is a general purpose, Unibus to DR11W compatible parallel, direct
memory access (DMA) device with nominal transfer rate of 400 Kwords
(16 bit) per second. The information is placed in memory using the
DR11W DMA controller so that the ATLAS process may access it or the
information is placed in archive storage. Figure 1.7 shows the
information transfer within the VAX computer, and Appendix I includes

a detailed description of the VAX to controller hardware operations.

1.1.2 Control Stations.

The control stations physically attach tc portions of the SRB which
are to be tested. This portion of the SRB is called the unit under
test as shown in Figure 1.8. The station receives a command from the
VAX control computer to perform some function. The station executes
the command and responds to the VAX. The station also records readings
from the unit under test and buffers the data before sending the

information to the VAX as archive data,

The control stations are similarly desigaed. Figure 1.9 displays the

basic hardware of a control station. All station controllers utilize

12
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two Intel Ethernet control cards (i3BC 186/51), one Intel Ethernet
systems controller (iSBC 286/14), and a 512 Kbyte RAM memory board
(iSBC 012CX). The individual controllers are then configured with iSBC

86/14 boards to accommodate specific requirements.

The number of iSBC 86/14 boards which allow archiving for each
controller is included: TVC - 4, AFT - 5, F¥D - 7, DFI - 3, EMU - 7,
IEA - 3, ASA - 0, and VSWR/LA - 0. The unit under test is sampled 25
times per second. In the worst case the iSBC 86/14 would be required
to record each sampled input value as it changed (input values are
scanned on a 40 milli-second cycle). Therefore, in the worst case the
1500 byte buffer would be transmitted to the VAX every 40 milli—
seconds. These values were taken from information provided by USBI
BPC. The tables which show the board configuration and input/output
operations are included in Appendix I, An attempt to determine the
number of inputs per board is recorded in this appendix. These values

are estimated based on the data provided .

Appendix I includes the attributes of the primary ABACS board level
hardware. In addition, this appendix includes a detailed description
of the operations for station to station connection over Ethernet,
messages sent over Ethernet, messages received over Ethernet, and
station to station disconnect over Ethernet. For additional hardware
configuration information consult the USBI Operation and Maintenance

Manual for the individual station,
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1.1.3 ETHERNET Local Area Network.

The primary devices are interconnected by using dual Ethernet Local
Area Network's (LAN). Each device attaches to both LAN's to allow a
full duplex type communication link. One is used for tramnsmitting
information. The other is for receiving. Typically, both LAN's
function as a coordinated pair. However, if one LAN is not operating
properly, the other LAN is designed to maintain commumicatiomn. It is
noted here that both LAN's must be functioning properly before a
station controller may be initialized t¢ communicate with a control

computer.,

The devices attached to the Ethernet cable each have two iSBC 186/51
computer boards which interface the device to Ethernet. One computer
board is used for each LAN. The VAX uses LAN 1 to transmit data which
is received by the station controller. The station then transmits a
response on LAN 2 which the VAX receives. If, however, a malfunction
occurs in either LAN, then both the send and receive functions will be
performed over the remaining LAN. Thus, the worst case condition for
the system configuration would occur if one of the LAN’s malfunctioned
with data communications between all devices occurring at the maximum

possible communications rate.

The ABACS Ethernet characteristics are summarized in the Operation and
Maintenance Manual for the ABACS Complex including the Control
Computer System:

1) Hardware: coaxial trunk cable, cable tap, transceiver,
transceiver cable, and controller.

17



2) 50 Ohm IEEE 802.3 coaxial terminated trunk provides 1640 foot
segments without repeaters.

3) Up to 100 multidrop nodes per segment (2.5 meter minimum
spacing).

4) Non-intrusive cable taps provide ease of tramsceiver
installation.

5) Carrier Sense Multiple—Access with Collision Detection
(CSMA/CD) contention techniques at transceiver.

6) Transceiver cables (up to 50 meters) provide power and
interface signals from the controller board.

7) 10 Mbit per second data rate.
8) Manchester encoded with 32 bit CRC.
9) Message length from 64 to 1518 bytes (46 to 1500 byte data

field)

1.2 ABACS Traffic Analysis.

The control computers communicate with the station controllers using
the Ethernet LAN, This section describes the information flow between

the attached devices.

1.2.1 VAX Communication.

According to the original USBI BPC de¢sign specifications, the VAX
computer could only archive four message streams at any point in time.
However, the installed VAX system can Landle six archive streams with

a maximum of seven controllers archivirg information.

The ATLAS Test Operating System is the primary mode of operation when
the VAX communicates with a station controller. In this mode commands

are sent to the station controller foir execution. The frequency at
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which commands are sent to the controller is completely random. The
commands may be initiated by a VAX user or a defined test sequence may

be run.

The VAX and station communication begins when the VAX sends
initialization information to the station. The stations iSBC 286
computer then enables archiving. And th: iSBC 86/14 boards for that
station send the archive buffer (about 1500 bytes) to the VAX. The
board associated with the MDM returns 2 buffers, The user would then
select the ATLAS program to be run or vrite ATLAS code which commands
the station to perform a certain test. [f the user selects an ATLAS
program to be run (for example, the self test account or ACO test
account), the software may take several minutes to load for execution.
The application menu is then displayed o that the user can select the
tests to be executed in sequence or can select individual tests for

execution.

A majority of the commands sent to the station do not require a
response from that station. These commands are setup messages. An

estimate of 60 to 70 percent of the comsiands require no response.

A sequential command is one in which several (about 20) commands are
packed into a single Ethernet message. Since this operation occurs
infrequently, only about one in fifty cut-going messages from the VAX
are sequential operations. Most of the commands within the sequential
command are setup commands so that psrhaps 5 to 10 of the commands

will require a response from the controller. The controller receives



the single Ethernet message and interpr:ts the individual commands. Imn
this manner some of the VAX over-hesd is reduced as is Ethernet
message traffic. Timing constraints are taken into consideration for

station execution of commands.

The VAX is estimated by USBI BPC to b: able to send out a maximum of
100 K bytes of data per second. An estimated 90 K bytes of data per
second is the amount any VAX can reccive and adequately handle. The
values given here reflect the amount of data which may be handled. The
acknowledge messages, watchdog timer m:ssages, and header information

contained in an Ethernet message are ex:luded.

1.2.2 Control Station Communication.

The basic station controller communicat:ons include responses to VAX
commands and archiving information sent to VAX. The average length of
time it take a station to produce a response to a VAX command is about
two milli—-seconds. This includes receiv:ng the message at the station,
interpreting the command, performing the command, and having the

response available for transmission.

The stations which do archiving have buifers on board the iSBC 86/14
in which archive information is stored. The stations which do not do
archiving are the ASA, the VSWR/LA, ani the IEA, The 86/14 records
sampled values in a 1500 byte buffer if the reading falls outside a
specified normal range. When the buffer is filled it is sent to the

VAX for archiving. If the buffer has not filled within a defined
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period of time, the contents of the buffer are sent to the VAX anyway.
There are five 1500 bytes buffers on esch 86/14 board so that only in
an extreme case would all the buffers be filled and information lost.
However, this situation would have rosulted in the VAX choke off
before the buffers had filled so that tle system would have crashed

before the data loss occurred.

The VAX receiving the archive information can handle a new archive
message about every three milli-secords. There are, however, 120
buffers within the VAX which initially s:tore the incoming information.
If these buffers are filled and the VAX is unable to process the data
before new packets arrive, then the stat:on controllers are informed
of this condition and are directed to discontinue transmitting, If the
station is not allowed to transmit, then the five archiving buffers on
each of the 86/14 station controller boards will also fill. The
watchdog timers will time out if no communication occurs within the
specified time frame., If this occurs, the VAX and station will be

disconnected.

1.2.3 Vatchdog Timer Operations.

The watchdog timer is a process used in A3ACS to verify conmnectivity
of a station. The communication occurs it the iSBC 186/51 controller
level so that the VAX is not burdened with additional overhead. The
VAX controller sends a message to the station controller at onme
second intervals, The station comtroller responds immediately or

within four seconds. The watchdog timer message is not sent to the
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station if the VAX and that station exchanged messages within the
second. Since connectivity is antomatically verified in that case, the

watchdog one second counter is reset.

1.2.4 TVC and AFT Communication.

The TVC and one AFT communicate with ¢ach other using the Ethernet
bus. This is the only activity of the tus which allows traffic between

devices other than the VAX and station controllers.

The message traffic has a one—to-on: correspondence. When the TVC
sends a message to the AFT, the AFT re:ponds with a message back to
the TVC. There are approximately thirty messages in a second sent out

during TVC and AFT communication.

1.2.5 Other Device Operations.

The primary operation which causes additional loading of the Ethernet
bus is an automatic acknowledge of ary packet received. Each message
sent out over Ethernet requires an acknowledge from the receiving
station to verify receipt of the message. The acknowledgement is
performed at the iSBC 186/51 contro: ler level so that the VAX or
station is not interrupted from normal processing. The packet size is

the smallest Ethernet packet size, 72 tytes.

Due to the ABACS hardware configuriation, it is possible for the

secondary VAX to communicate with othes stations while tests are being



conducted between VAX I and particular stations. The primary
application of this activity is softwar: testing using the Emulator as
the receiving station with VAX II ss the control computer. The

Emulator may act as a Forward Station ox an AFT Station.

1.3 Ethernet Protocol.

The Ethernet original baseband version ~as designed, developed, and
patented by Xerox and was publicly announced in 1979. Since then a
cooperative effort by Digital Equipment Corporation, Intel, and Xerox
has produced an updated Ethernet which is considered the standard for
cable-based Local Area Networks because it is very close to the IEEE
802 CSMA/CD standard. The Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) control technique is the more publicized method
for bus/tree topologies. The CSMA/CD Liroadband version was developed

and patented by MITRE as part of the MITREnet Local Area Network.

1.3.1 Function and Operation.

The Ethernet is basically a multi-access, packet-switched
communications channel which is managed by the control technique
CSMA/CD for carrying digital data among locally distributed computing
systems. A primary goal of the Ethermet specification is
compatibility. In fact, Ethernet was the first to accomplish this

capability.
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Using the CSMA/CD control technique, each station attached to the bus
must contend with the other stations to access the bus. There is no
central controller which allocates access to the channel. Each station
must 'listen’ (i.e. use carrier sense) to detect whether the bus is
free. If another station is transmitting, a station must wait or defer
its transmission until the bus is quiet. After gaining access to the
bus, the transmitting station contirues to monitor the medium to
detect colliding transmissions on the bus. This is called 'listen

while talk’ and refers to carrier detection.

1.3.2 Data Format and Structure.

Each station on the common coaxial cable must be able to transmit and
receive packets with the packet format and spacing as shown in Figure
1.10 [KI86]. A packet is made up of bytes. (One byte equals 8 bits.)
The last bit of each byte is transmitted first, and the preamble
begins a transmission. A packet may rot exceed 1526 bytes or fall
below 72 bytes. Included in each of these numbers is 8 bytes for the
preamble, 14 bytes for the header, the data bytes, and 4 bytes for the
CRC. Each field of the frame is defined as follows:

1) Preamble: 64 bits alternating 1's and 0's, and ending with two
consecutive 1's. Used by the receiver to establish bit synchronization
and then to locate the first bit of the frame.

2) Destination Address: 48 b:ts specifying the station or
stations which are to receive the packet. The packet may go to one

station, to a group of stations, or to all stations. This is



PACKET

Preamble| Dest. |Source § Type Data CRC Preamble Dest.| Source| Type Data CRC
Addr. | Addr. | Field Field Addr| addr. | Field Field
64 48 48 16 8n 32 64 48 48 16 8n 32

§T

CRC covers these fields G(x)

"—’l Minimum packet spacing

FIGURE 1.10 ETHERNET PACKET STRUCTURE




determined by the first bit: O — one cestination, and 1 - multiple
stations. If all 8 bits are set to 1, then the packet is broadcast to
all.

3) Source Address: 48 bits specifying the station which is
transmitting the packet.

4) Type Field: 16 bits identifyirg the type of higher level (ISO
levels) protocol associated with the packet. Used to interpret the
following data field.

5) Data Field: 46 to 1500 bytes of data or pad characters. A
minimum combination of 46 bytes is required to ensure that the frame
will be distinguishable from a collisicn fragment.

6) CRC - Packet Check Sequence: 32 bits containing a redundancy

check. The check is defined by the generating polynomial:

32+126+x23+ x22+ x16+ x12+ x11+ }10+ x8+ x7+ x5+ x4+ x2+  + 1.

G(x)=x
The address (destination/source), the :ype, and the data fields are
covered by the CRC. The high-order term of the message polynomial
which is divided by G(x) and produces the remainder R(x) is the first
transmitted bit of the destination fie:d. The first transmitted bit of
the Packet Check Sequence field is tae high-order term of R(x). A
linear feedback register which is ini:ially preset to all 1's is used
in this algorithm. After the last data bit is transmitted, the
contents of this register (the remaind:r) are inverted and transmitted

as the CRC field. After receiving a good packet, the receiver's shift

register comtains 11000111000001001101110101111011(x>%,...,x%).



The Ethernet has an enforced waiting time on the bus of 9.6 micro-
seconds. This is the minimum amount of time which rust elapse after
one transmission before another may beg:-n. It takes 51.2 micro—seconds
for one bit to travel from one end of the bus to the other (the round-
trip propagation delay time). If any stution receives a packet or bit
sequence shorter than 72 bytes, the information is discarded and

considered a collision fragment.

1.3.3 Hardware Characteristics.

The following three sections contain a hrief overview of the hardware
aspects of the Ethernet network system: channel encoding, carrier
detection, and the transceivers. Additional information including
detailed hardware specifications may be found in Telecommunicatjons

and Data Communication System Design with Troubleshooting by Harold

Killen [KI86].

1.3.3.1 Channel Encoding.

The coaxial cable uses Manchester encoding which has a 50% duty cycle
and insures a transition in the middle of every bit cell ('data
transition’). The complement of the bit value is contained in the
first half of the bit, and the second nalf contains the true value of

the bit. (See Figure 1.11 [KI86].)
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| Bit Cell l
I
1 1 0 High (also quiescent state)
100 ns
0.1:15_1]_25 Logic High: 1=0mA =0V
‘ Logic Low: 0 = -82 mA = -2.05V
’ Cable has O volts in quiescent state

FIGURE 1.11 DETERMINATIONM OF CARRIER AT RECEIVER

1.3.3.2 Carrier.

When data transitions are present, a carrier is present. The carrier
has been lost (indicating the end of a packet) if a transition is not
seen between 0.75 and 1.25 bit times siace the center of the last bit
cell. For purposes of deferring, the term carrier means any activity
on the cable, whether properly formed or not. Any activity on either
receive or collision detect signals in the last 160 nano—-seconds

indicates carrier. (See Figure 1,11 [KI86].)

1.3.3.3 Transceiver.

At each station using the network, theie are cables with taps which

connect to a transceiver. The transceiver receives all signals on the

cable, but only those addressed to it are received for action. The



transceiver is also the device which traasmits signals that are strong
enough to propagate the information from one end of the cable to the
other. (That is, every transmission on the cable will reach each

transceiver.)

The transceiver was designed so that if it fails, the faulty device
will not jam or pollute the Ethernet catle. In addition, the devices
are simply built and inexpensive so ttat replacement of failed parts
may be accomplished quickly. If a transceiver is unpowered, it
disconnects itself from the cable. The transceiver also contains a
watchdog timer circwit which detects jncorrect behavior and shuts down
the transmitter in this event. The maximum number of stations which
may be attached to the cable is 1000, with the stations spaced at
least 2.5 meters apart to reduce the chance that objectionable

standing waves will result.

1.4 Research Objective.

Within a Local Area Network enviropment. any of the network resources
may be changed. However, the performanc: of the system may also change
without being readily apparent. The similation model of the Ethermnet
network was designed and developed in this research project to allow
the user to analyze, characterize, and predict the behavior of the
ABACS System in a variety of scenarins. The model parameters may be
set to reflect the ABACS system activity or used to predict the
performance of future configurations, The ABACS configuration is

displayed in Figure 1.1,
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The first section of this report has provided an introduction to ABACS
including system configuration with message traffic defined and a
description of the Ethernet protocol. Chapter 2 includes the
definition and development of the software model and describes the
user interface. Chapter 3 discusses the outcome of several simulated
scenarios. A worst case analytical anglysis is given in Chapter 4,
Suggestions for improving system responsiveness are included inmn
Chapter 5. The conclusion assembles the results of this research in
order to provide insight into the operations of the ABACS System using

an Ethernet Local Area Network.
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2.0 SIMULATION MODELING

The ABACS Ethernet simulation program >rovides the user a means of
analyzing a proposed system configuration prior to hardware
installation. This program provides a simulation configuration as
described in Sections 1.1 and 1.2. The ABACS hardware includes two
control computers and ten station controllers connected by an Ethernet
LAN. The simulation program models the ABACS message traffic which is
primarily VAX to station commands, station responses to VAX, and
station archive data to VAX. The specific operations modeled are

presented in Section 2.1,

Within the simulation, specific characteristics of the Ethernet
protocol are modeled to accurately analyze the system performance. For
instance, the simolation includes provisions for multiple stations
trying to simnltaneously access the bus by comparing the transmit
times to see if they occur within a collision window. This window is
actually a time period in which all stations trying to transmit within
it collide. This collision happens becaase the signal has not had time
to propagate to all parts of the network, Other stations also detect
that the bus is free and begin transmission. The packets then collide.
This collision window interval is calculated by using the propagation
delay value between the two devices. If the transmit times occur
within this window then a collision will occur. In the same fashion,
stations may also have to defer a transmission if another station has
gained access to the bus. A packet is deferred if the station wishes

to transmit before the end of the slot time plus the propagation delay
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between the two devices plus the minimum delay time on the bus (9.6
micro-seconds). When a collision occurs, the stations involved must

wait a random period of time before try:ng to transmit again.

The Ethernet protocol specifies an exponential backoff algorithm,
which is required to help minimize repeated collisions, to generate

the next transmit time. The backoff nwasber is a random number between

0 and 2" times 51.2 micro-seconds,where n is the number of the current
retransmit attempt and n is less then 10. (The maximum end-to—end,
round—-trip propagation delay for a bit is 5§1.2 micro-seconds.) In
addition, a packet transmission is aboarted and a jam pattern of four
bytes is transmitted on the bus when a collision is detected. This
jamming sequence lasts long enough so that other stations involved in
the collision notice the jamming pattera. The Ethernet protocol also
specifies that there must be a minimum wait time of 9.6 micro—seconds

between any two transmissions on the Ethernet cable.

The program presented here incorporates the Ethernet protocol
characteristics as stated above. The following sections describe the
simulation model activity, the simulation performance parameters, how

to use the program, and the software design and construct.

2.1 Simulation Traffic Flow and User Irterface.

The simulation program reflects the actual ABACS system operations as

closely as possible. These sections describe the activity between the

devices attached to the Ethernet bus within the simulation model. Any



deviation from the way the system actually operates is discussed here.
One example is the assumption within the simulation that there is only
one Ethernet bus rather than two. Since the ABACS design specifies
that the system must be able to function using only one Ethernet
cable, this simulation allows the uscr to analyze the system in the
worst case configuration. It also encourages the user to analyze the

system performance in other possible configurations.

A user work chart is provided in Appendix I which shows the user input
parameters for each device. The chart is formed by taping together
pages 1 through 8. Along the top of the chart are the block devices
attached to the bus. Underneath each d:vice are blanks to fill in the

input parameters for the simulation.

2.1.1 Allowed Simulation Configurations.

The simulation model assumes that there is one Ethernet device with at
least one VAX and at least one stat:on controller attached. Within
ABACS, there are a maximum of two VAX computers and a maximum of ten
station controllers. The simulation automatically allows five VAX
computers and fifteen station controllers. These numbers may be
increased by performing a minor sof:ware change to the simulation
program, Within the simulation program, any VAX may be set to
communicate with any station controller altbough VAX II is primarily a

backup device for VAX I in ABACS.



The station controllers may be classified in two categories: those
which perform archiving and those which do not. In ABACS, the IEA, the
ASA, and the VSWR/LA do not currently perform archiving. Within this
simanlation model, all station controllers may be set to perform
archiving. The number of iSBC 86/14 bcards must also be specified by
the user. The maximum number allowed in the simulation is seven.
However, the realistic number of 'archiving' boards for each device
varies. For example, the forward statiosn has as many as seven, but the

DFI only has four.

As in ABACS, the only stations which may be set to communicate with
each other are the TVC and an AFT station. The simulation program will
not allow the user to set other stations to communicate with each

other.

Transparent to the user is the acknowledge message. The acknowledge is
a 72 byte Ethernet message which is automatically sent from the

receiving station to the station which transmitted.

In a 'realistic’ worst case simulatioa of ABACS, the scenario should
include only one VAX computer and all ten of the station controllers.
The scenario should include seven devices performing archiving at the
maximum rate possible and three stations which are not performing
archiving. The TVC and an AFT should also be set to communicate. The
VAX should be set to send station commands as fast as possible. Then

this scenario would represent both a ’'realistic’ worst case scenario
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within ABACS and the maximum amount cf information that would be

transferred over Ethernet for ABACS.

2.1.2 VAX Commands to Station and Staticn Resposnse.

The activity here is simply that the VAJ sends a command or a group of
commands (blocked commands) to a statior and the station may respond
to some or none of the commands. When a block command is received by a
station controller, the station executes the commands individoally and
responds to the VAX appropriately. In the simmlation model, the user
is required to enter several parameters to allow the simulation

program to produce much the same activity of ABACS.

The user mast enter a range in which a new transmit time for the VAX
may be generated. Since the VAX sends commands on a random time basis,
some random value between the specified range will be added to the
previous transmit time to generate the :ime at which the VAX will send
its next command. An example might be 0.1 to 0.3. In this case, the
VAX next transmit time will be generat:d by adding some random number
between 0.1 and 0.3 to the last transmit time of the VAX., In this
manner, ATLAS commands may be generated within the simulation program
at a rate similar to an ABACS operator generating ATLAS commands or a

test sequence execution.

The user must enter the ratio of single commands to be sent versus the
nomber of blocked commands which are to be sent (groups of commands

sent to a station in a single packet). For a blocked command the user

)
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also specifies the number of commands which constitute a block.
Finally, the size of a command in bytes must be selected. An example
could be the ratio of 5 to 1 where there will be 5 single commands

sent for every 1 blocked command which may consist of 10 commands.

The ratio of commands requiring a station response Versus those which
do not must be specified by the user. An example could be the ratio of
10 commands which do not require a respomse to 1 which is issued a
response by the station. For the station to respond, the user must
specify the packet size of the response and the delay time before the
response is transmitted. The delay time includes the average time the
station takes to receive and interpret the command, perform the

command, and package the command for trensmission.

2.1.3 Station Controller Startup.

The simulation program user must specify the time in seconds im which
the station comes on-line. The initiaiization sequence is similar to
ABACS, but is generalized for simulation purposes. At the user
specified time, the station will be sent packets from the VAX. The
station will respond to each packet with a special acknowledge. After
this exchange, the station will send the VAX information from each
iSBC 86/14. The start—up sequence is conplete when the VAX sends 100
initialization packets to the station (twenty 1500 byte buffers and

eighty 20 byte buffers).



The user inputs are station start—-up times, the number and size of
packets the VAX sends to stations, and the number and size of 86/14

buffers to send to the VAX from each stution.

2.1.4 Station Controller Archiving.

The iSBC 86/14 boards accumulate archive data which must be sent to
the VAX. The station will transmit the archive buffer as frequently as
the user specifies to model the actual ABACS buffer data accumulation.
The simulation program allows the user :o specify the number of i SBC
86/14 boards which are designated for archiving. For each of the
buffers, the user specifies the size of the buffer in bytes and the
pumber of seconds (or fraction of a second) it takes for the buffer to

fill.

2.1.5 TVC and AFT Communication,

The user enters the number and size of the packets which are to be
transmitted to the opposite device in one second. For the TVC/AFT
communication the TVC is the initial device to tramsmit. When the AFT
receives the packet, the device is delayed for a period of time before
responding to the TVC. The TVC then delays for some period of time
before sending another packet to the AFT. The user enters the amount
of time that each device delays. If all the messages are unable to be
transmitted in a one second time frame. then an error message will be

displayed on the simulation printout.
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2.1.6 Watchdog Timer Operations.

Although the user is not required to enter any information, a watchdog
timer is implemented. Every ome second the VAX control computer
automatically sends an eighty byte packet to each station which
communicates with that VAX. The station immediately responds to the

VAX with an eighty byte packet.

2.1.7 VAX Simulation.

A special simulation feature is incluoded to determine when a VAX
computer is overloaded with data. The user enters the amount of data
that a particular VAX may transmit in one second and the amount of
data that it may receive in one second. If the VAX transmits or
receives more than these user specified values, then an error message
will be displayed on the simulation printout. For each VAX the amount
of data transmitted and received in any second of the simulation will

also be displayed on the simulation priatout.

2.2 Performance Parameters.

There are three primary performance parameters which are of interest
when analyzing a Local Area Network.

1) Throughput — The total amourt of data which was actually
transmitted successfully on the cable. Also defined by William

Stallings in Local Networks: An Introduction [ST84] as the total rate

of data being transmitted between nodes (carried load).
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2) Delay - The amount of time that a packet must wait between the
time when the packet is ready to be transmitted at a node and the time
when transmission has been completed successfully.

3) Utilization — The total amount of data (or offered load)
offered to the bus presented as a percentage of bus capacity. Also

defined by [ST84] as the fraction of total capacity being used.

The throughput simulation results are given as simulated throughput
and theoretical throughput. Both values are presented for comparison

purposes. The simulated throughput is caslculated as follows:

- v __
S$=TB+1
where B = average duration of the clannel busy period
I = average duration of the chkannel idle time
U = average time during a cycle time that the channel

functions without collisicns

B + I = average cycle time.
Thus, the simulated throughput is a measurement of the channel
activity. The above values are talliec as the program runs and keeps
accurate records of exactly what is occurring on the bus. The
theoretical throughput, however, is a calculated measurement. The
following formula was derived by Killen [KI86] for the CSMA protocol:
—-Ali
e

T = G
G(1 + 2A) + e

—-AG

where G = number of new packets per unic of time + number of
retransmitted packets per uni: of time, and
A = unit of propagation time.

Thus, G is the offered load to the system - the total amount of
information new and repeat which was transmitted on the channel. This
value is recorded as the program runs and is used in the above

equation to produce the theoretical throughput. Notice, however, that
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the theoretical results will be much lcwer than the simmlated results
because the CSMA protocol does not have the collision detect
capability or the exponential backoff calculations (to pinimize
repeated collisions) as does the CSMA/CD protocol which is modeled
here. The theoretical value is included as a fundamental parameter

used for comparison and verification of the simulation results.

To produce the efficiency measurement, E = -g—‘, where S is the

simulated throughput and G is the offercd load as defined above. The
efficiency performance figure describes the percentage of time a

transmission will occur with no collision.

In addition to the performance figures (iscussed, each device attached
to the bus has statistics which are of interest when examining the
overall performance. These performance Zigures include:

1) the total waiting time of a levice due to packets being
deferred from transmission,

2) the total waiting time of a device due to packet collisions,

3) the minimum amount of time a device has ever had to wait to
access the bus due to a packet being deferred or being caught in a
collision,

4) the maximum amount of time the levice has had to wait for an
individual packet to be tramsmitted (including a collision, random
backoff, and retry),

5) the maximum total wait time of an individual packet due to

repeated collisions.
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A breakdown of the number of defers and number of collisions that a
device has experienced is also includcd as well as a count of the
number of packets it has received and transmitted. The maximum number
of times that a packet collided for any device is recorded. Table 2.0

(page 46) depicts a typical printout of a simulation run.

The simulation program also records trarsmit and receive information
for the VAX computers. If a VAX transpits more or receives more than
the user specified amount, then a message indicating that the VAX is
overloaded appears on the printout. ln addition, a second by second
summary of each VAX activity is recorded¢ to show the transmitted bits
and received bits in any second of the simulation. Another feature
incorporated into the simulation is a message which is included on the
printout if the packets between the 1VC and AFT are not transmitted
within a one second interval. This mess:sge informs the user that the
message traffic was so heavy that the packets between the TVC and AFT

could not be transmitted in the time alliocated.

2.3 Simulation Software Design and Cons:zuct.

The Ethernet simulation source code is divided so that there is a
short main routine which calls many sub:routines to do the actual work.
The primary logic is displayed in the flow chart of Figure 2.0. The
program variables are set to their appropriate initial states in the
subroutine Initialize. Configure is the subroutine which allows the
operator to change the system configuration in order to fill the

specific requirements. (See Section 2.1 for more details on the
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operator input parameters.) Configure cells Display, Modify, and Store
to allow the operator to review and change any of the configuration
parameters before beginning the sinulation. Prtdata writes the
configuration set up by the operator to a file called About so that

this information may be printed when th¢ simulation has finished.

The program activity begins by determin:ng the next station which is
to connect. The simulation begins when the routine FindNext is invoked
to determine the next station to transmit a packet depending on the
next smallest transmit time. A call to Acollision determines if there
is a collision on the bus, performs the exponential backoff algorithm,
insures a jam pattern is sent, and updates the affected system
parameters (wait time, system clock, et:). If there is no collision,
then the Checkdefer routine determines if there are any stations which
most defer its transmission until the current transmission is
complete. The most complicated subroatine may be the Update routine
which handles updating the station vhich just transmitted. This
includes setting the receiving statiom to respond with an acknowledge
and initializing the receiving device to provide a response as
required. These romtines are repeated over and over until the program
has performed the bus simulation as long as specified by the operator
(sim time). The results of the simulation are added to the file About

by the subroutine Prtres.
In addition, there are many support subrontines which are called by
the controlling routines. The random number generator Ran returns some

random number between O and 1. The rcutines Getvaxnxt and Getcontnxt
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determine the next operation to be transmitted for a specified device.
This includes examining the acknowledgem:nts, watchdog timer messages,
commands, reponses, and archive messuges to determine the next
operation to be performed by this device. Similarly, the routines
Setvaxtime and Setcontime handle generating the time for the next
transmission and the message size which is to be allowed by the
device and determine which commands sent by the VAX will receive a
response. Upvax and Upcont update a particular device so that
transmit times for other operations on the device do not fall below
the current clock time within the simulation. The Setstartup routine
handles a new device coming on—line. And the Setxtimes initializes a

VAX or controller which has come on-line.

2.4 Verification of Model.

The information shown in Table 2.0 ccntains a summary of fifteen
simulations with the system configuration modified each time. The
graph of Figure 2.1 plots the offered load (G) to the system versus
the simulated (S) and theoretical (T) throughputs for the fifteen
examples. The theoretical curve is ideatical to the plot produced in
[KI86]. The equation for the theoretical throughput is given in
Section 2.1. Bowever, the theoretical iaformation only represents the
CSMA protocol and not CSMA/CD. Comparing the two curves shows that the
additional features — carrier detect and the exponential backoff

algorithm — greatly increases the performance of the CSMA/CD protocol.

Two references [SH80] and [ABA77] also produce similar plots to show
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TABLE 2.0 SIMULATION RESULTS, RUNS 1-15

SIMULATION RUN RESULTS

RUN OFF SIM THEC WAIT TIME waIT TIME DEFER COLL PKTS ACKS PKTS MIN PKT MAX PKT MAX NUM  MAX PKT
NUM  LOAD THRPT THRPT EFF OEFER COLLISION COUNT COUNT TX TX RX WAIT TIME WAIT TIME COLLS COLL TIME
1 1.06E¢00 1.06E+00 1.0S5E+00 9.99€+01 1.23£-03 1.76E-04 17 2 783 340 783 1.55e-11 1.20&-03 2 1.31€-03
2 9.S1E+400 9.28E+00 B8.69E+00 9.75€+401 2.2C€-01 4.19E-01 755 392 S8%99 2835 SB899 4.46E-11  2.79E-D¢ ? 3.469€E-02
3 1.6GE+01 1.56E+01 1.33€+01 9.75E401 6.45€E~-01 3.992-01 1343 696 8230 4000 8230 1.55E-11 2.54€£-02 8 2.80€-02
4 3.40E+01 3.262+01 2.S54E+01 9.58E+01 2.47E+00 8.88E-01 4674 2451 13699 6735 13699 1.55e~-11 S.05€-02 12 1.03€-01
3 4eYGETUT et 3ETU]  S.3UETUT  Ye36ETU)  0.40ETUU  C.5YETUU YY54 wByc 17633 26uc 17033 wew0&-il  Z.lli I3 G0 VL.2ZI-30
6 S.14E+01 4. 74E+01 3.40E+01 ©.22€+01 7.SSE+J0 3.98E+00 12695 6334 20351 10311 20351 1.556-11 4.68£-02 14 1.26£-01
7 S.ITE401  L.S4E+01 3.4SE+01 9.20E+01 B3.28E+400 4.22E+00 13637 6713 21483 10527 21483 1.556-11 &.50€-02 15 1.67€E-01
8 S5.83E+D1 S5.T2E+01 I.6BE+D1  9.13E+01 1.02E+401 6.58E+400 16128 7653 22659 11214 22659 4.46E-11 5.23E-32 15 2.15E-01
9 6.63E+01 6.006+401 3I.99E+01 GS.056401 1.378+401 1.45E+01 20131 9236 24691 12231 24691 1.55€-11 5.23e-02 16 2.11€-01
10 7.42E401 6.6SE+01 4.26E+01 B.96E+01 1.52E+01 2.74E+01 24268 11034 27282 13525 27232 1.17e-08 5.23e-02 16 2.39€E-01
11 8.29€+01 7.31E+01 4.S3E+01 B8.82€+01 2.05£+01 5.956+401 30544 13135 29088 14381 29088 1.55e-11 6.26€-02 16 2.57€E-01
12 8.40E+01 7.40E401 4.56E£+D1 B.82€E+01 2.13401 6.4B8E+01 31230 13075 29239 14431 29239 1.55€-11 6.01E~-02 16 2.55E-01
13 8.99€E401 7.7SE+01 4.73E+01 S8.63E+01 2.60E¢01 1.06€+402 385642 15202 30564 15054 30564 1.SSE~-11 S.93E-02 16 2.95€-01
14 9.38E+01 B8.07€+01 &,84E+01 8.60E+01 2.8B1E+01 1.4BE¢02 40736 15902 30616 15049 30616 1.55e-11 B8.649£-02 16 4.53€-01
15 1.01E+402 B8.S9e+01 S.02E+01 B.52E+01 3.07E+01 1.97E+402 44623 17785 32005 15797 32005 1.72€-08 5.69E-02 16 4.17€E-01
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the Ethernet bus utilization. According to Agrawala, Bryant, and Agre
in 'An Analysis of an Ethernet-Like Protocol’ [ABA77], the maximum
throughput rate is 80% when the bus is fully loaded. And, Shoch and
Hupp in ’'Measured Performance of an Ethernet Local Area Network’
[SH80] specify that the throughput rate when the offered load is 100%
increases as packet sizes become laiger — 512 bytes/packet = 96%
throughput, 128 bytes/packet = 88% throaghput, and 64 bytes/packet =
83% throughput due to the increased possibility of packet collisions.
The results produced by this Ethernet simulation agree with these
sources since the throughput rate at LOO% offered load is about 85%.
This figure is higher than the results of the simulation model
presented by [ABA77] and is lower than the estimates of [SH80]. These
sources provide a reference of comparison to verify proper operation

of the Ethernet simulation.

2.5 Using the Program.

When using the simulation program, the user should have an idea of the
expected results before they appear. For instance, with a lightly
loaded bus the user should expect very few collisions and a very high
efficiency rate. In this section, several simulation parameters will
be discussed to help the user understand more fully the outcome of the

simulation.

The user should review the work chart in Appendix I. By using this
chart, the simulation input parameters may be determined before

actual entry into the simnlation program. This model was designed to
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simulate as closely as possible the activity of the ABACS Ethernet
network. However, the some input parameters are simplified. An example
is the archive buffer fill times. The user must estimate the number of
inputs which will change for an 86/14 board and specify to the
simulation program how often the buffer is to be sent to the VAX., In
other words, every aspect of ABACS is not specifically modeled, but
the basic operations are generalized and model as closely as possible

the activity of ABACS.

The simulation run-time is a parameter entered by the user to allow
the bus activity to be observed during a certain time frame. In
different situations this parameter will need to be increased or
decreased depending on the activity on the bus. If, for example, a
station controller is brought on-line at the end of the simulation run
time, then the device will not have a chance to contribute to the
loading of the bus. This is a case where the run—time must be high
enough to allow the bus activity to stabilize so that an accurate
report is given. If the operator is un:ture of this run—-time figure,
several runs may need to be performed &nd compared against each other.
Notice in Table 2.1, the same configurztion (Run 5) was run ten times
with the simulation run—-time increasing each time (varied from 10
seconds to 100 seconds). The performance parameters: the offered load,
the simulated throughput, and efficiency, remain close for all runs
implying that the activity on the bas has stabilized and longer
simunlation runs would produce about the same results. From many test
simulation runs it is apparent that the: Ethernet simulation requires a

relatively low run—time for most confijurations.
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TABLE 2.1 SIMULATION RESULTS, RUN 5, TIME 10 - 100 SECONDS

SIMULATION RUN RESULTS

RUN OFF SIM THEO WAIT TIME WAIT TIME DEFER COLL PKTS ACKS PKTS MIN PKT MAX PKT MAX NUM  MAX PKT

NUM LOAD THRPT THRPT EFF DEFER COLLISION COUNT COUNT TX X RX WAIT TIME WAIT TIME COLLS coLL TIME
1 3.71E+01 3.5SE401 2.71E+01 9.SSE+01 1.645+00 3.53€-01 2735 1429 7507 3723 7507 2.36E-07 3.67€-02 11 7.51€E-02
2 4.94E+4Q01 4.63E+01 3.30E+01 9.33E+01 6.46E+00 2.59E+00 9951 4892 17833 8802 17833 4.46E-11 5.228-02 15 1.38€e-01
T8 PLE401 L ,.CNF4N1 X _LLF4NT 2 _XSE4NT Q. 20F+0N L.NLE+00 139720 6774 23105 11383 23105 4.46€-11 S.23E-02 15 1.38E-01
4 S.4SE+01 S.0B8E+01 JF.S53E+01 9.3IJE£¢01 1.196+01 S.49E+00 17982 8655 28399 13985 28399 4.66E-11 S.23€=02 16 1.38e~01
S S.S59E+01 5.20E+01 3.S9E+01 9.31E+01 1.47E¢01 7.08E+00 22025 10549 33595 16531 33595 4.L6€E-11 5.23E-02 16 1.78¢-01
6 5.70E+01 S.I0E+01 3I.E3E+01 9.3I0E+01  1.74E+01 E.24E+00 26061 12495 38870 19120 38870 4.46E-11 S.238E-02 16 1.72E-01
7 5.85E+01 S.44EX0T 3,69E+401 9.29E+401 2.26E+01 1.08E+01 33721 16135 49379 24275 49379 4.45E-11 S5.23E-02 16 1.7%€-01
B S.95E+01 5.52E+01 3.73€+01 9.23€+01 2.B1E+01 1.39E+01 41731 19975 59825 29398 59825 &.46E-11 5.23E-32 16 2.03e-01
9 6.03E+01 5.59E+01 3I.76E+01 9.27€+01 3.3SE+01 1.62E+01 49841 23868 70405 34588 70405 4.46E-11 5.23€-02 16 2.03€-01
10 5.126+01 S.67E+01 3.80€+01 9.27€+01 4.43E+01 2.1BE+01 65518 31319 91385 44878 91385 4.46E-11 S5.23E-02 16 2.03E-01
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3.0 SIMULATION RUN RESULTS

In this section, the focus will be the on interpretation of the
results produced by the Ethernet simulation model. This discussion
will include an analysis of a specific run to explain performance
parameters and the effect of varying user inputs, a configuration
summary of fifteen runs with an intuitive preliminary analysis to
predict results, a comparison of fifteen simulation runs to
demonstrate the system response in various configurations, and a
summary of the configuration limitaticns encountered when using an

Ethernet Local Area Network.

3.1 Analysis of A Simulation Run.

A typical ABACS system configuratioa is shown in Figure 1.0. The
communication scenario as presented for this configuration is an
average case within ABACS. It includes one VAX which communicates with
siz archiving stations and three non—aichiving stations and a second
VAX which communicates with the Emulator which also archives. This
simolation will be discussed throughly. The input parameters with the
simnlation results are shown in Append:x III, Run 2. The output report

of each run is divided into seven sect:iomns:

1) Overall System Parameters.

2) Station Controller Startup Parameters.

3) VAX Communication with Stations.

4) Station Responses and Archiving.

5) Summary Table of VAX and Station Activity on the Bus.
6) Overall System Performance Results.

7) VAX Transmit and Receive Summaries.



The first four sections display the operands entered by the user. The
overall system parameters include a description of the simulation run,
the Ethernet bus I/0 rate, the simulation run time, and the random
number seed. The information as entered by the user is output for each
station attached to the bus. The parameters include the station start
time, the VAX which communicates with the station, the number and size
of the VAX initialization packets, and the number and size of the
jnitialization archive packets sent to the VAX. This section also
includes the TVC and AFT communication parameters: the number of
messages per second, the delay time between transmissions, and the
packet sizes. For each VAX attached to the bus, the distance from a
reference point and number of bytes the VAX can transmit and receive
in a second is displayed. For each station which communicates with the
VAX, the range is entered by th: user which allows random
transmissions by the VAX to a station. Then the number of single
commands versus the number of blocked :ommands are displayed with the
number of commands per block and the packet size of a command also
specified for each station. The station parameters include the
distance from some reference point, the number of commands which are
issued a response versus those which are not, the average delay time
before a response is generated, and the packet size of a response. A
user work chart is provided in Apperdix I which allows the user to
easily define the simulation configuration prior to actually entering

parameters into the program.

For the simulation configuration of Appendix III, Run 2, the input

parameters allow communication betwcen VAX I and nine stations and

52



between VAX II and the emulator. Each station will be initialized with
10 packets of 1500 bytes from the VAX and with 10 packets of 1500
bytes returned from the station. The TVC and AFT II communicate by
sending fifteen 80 byte packets to the other station in a second. The
VAX sends commands to each station randomly within an average range of
0.18 to 0.385. The AFT, for example, will receive a maximum of 10
packets per second from the VAX and at least 3.3. The actual number of
packets sent to the AFT in a second is generated randomly within the
range for the AFT., For this simulation, most of the commands sent from
the VAX are single commands and do not require frequent responses from
the station. The stations are configured so that all 86/14 boards
which perform archiving within ABACS perform archiving in this
simulation. The rates at which a board fills is generated from a 40
milli-second scan cycle with 10 perceat of the board inputs changing

on each cycle.

The report generated by the simulation provides a table which displays
the activity of each device attached to the Ethernet bus. The far left
column labeled SOURCE defines the device under observation. For each
device attached to the bus, several important values are tallied in
order to observe the Ethernet activity. The WAIT TIME DEFER column
specifies the total amount of time the device had a packet to transmit
but had to wait until the bus was free. Similarly, the WAIT TIME
COLLISION column records the total smount of time the device was
involved in a collision. This total includes the time during packet
transmission as the collision occurred, the time spent sending the jam

sequence upon detecting a collision and the time the device was
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required to wait until it could retry tbe packet. The devices which
transmit most frequently will also be the devices most likely to have
a high wait time due to collisioms. In this case, VAX I and the TVC
transmitted the most packets and also had the highest wait times due

to packet collisions,

The DEFER COUNT and COLL COUNT columns total, respectively, the number
of times that a device had to wait to transmit and the number of times
jt was involved in a collision. The COLL COUNT column indicates the
number of times the device was involved in a collision even if the
data packet was a re—-try. For each collision, the packets of
information are transmitted at a later point in time. The packet
transmissions are recorded in the columns PKTS TX or ACKS TX which
jndicate the total number of packets trensmitted successfully and the
total number of acknowledgements transm:tted successfully. The PKTS RX

totals the number of packets received by the device.

The MINIMUM PKT WAIT TIME column indicates the shortest period of time
spent by a device when trying to access the ETHERNET cable. Similarly,
the MAXIMUM PKT WAIT TIME indicates the longest period of time spent
by a device when trying to access tte cable. The MAX NUM COLLS
indicates the maximum number of times that any one packet collided.
The maximum amount of time that any packet waited to transmit is
recorded in the MAX PKT COLL TIME column. In this case, the TVC had a
packet which was involved in a collision 9 times and had to wait to
access the bus 36.9 milli-seconds. Notice that the AFT and TVC were

set to communicate 30 messages each second. The 36.9 milli—-second wait



time delayed a TVC message so that the 30 messages were not sent in
one or more of the 20 simulation seconds . Under the columns displaying
individual device statistics are colunn totals, maximum values, and
minimum values. For example, the maximum number of collisions
experienced by any packet during the simalation was nine and the total

number of transmitted packets was 5899.

The overall results of the simulation are then given (bottom of page
166). The total busbusy figure is the total time the bus was active,
including the time used transmitting successful packets, the time used
on the bus during collisions, and the m:nimum required dead time of
9.6 micro seconds on the bus. The totsl usage time is the time spent
transmitting packets of information on the bus without collisions. The
total idle time is the amount of time tl.e bus was unused or idle. Then
the busbusy time plus the jdle time equals the simulation run time.
The average values are the totals divided by the total number of

packets transmitted.

The simulated throughput is calculated 1sing values totaled within the
program. This value is calculated by diving the average usage time by
the sum of the average busbusy and the average idle time to give the
successful utilization of the bus. This value may also be calculated
by taking the total number of bits successfully transmitted and
dividing it by the Ethernet bus rate times the simulation run time.
Thus, the usage time is simply the nusber of successfully transmitted
bits divided by the Ethernet bus rate or the sum of the slot times

for all packets transmitted successfully). For this example, the total
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number of bits will be estimated. The number of acknowledge packets
was 2835 at 640 bits each, the total VAX transmissions was 1643 with
100 packets of 1500 bytes and the majority of the remainder at 640
bits, and the total number of station controller messages was 1421
with a majority of the messages at 12000 bits or 1500 bytes and an
estimated 200 messages at 640 bits. Using these estimates, the

4578%640 + 1321%12000 _
10E6 * 20.

throughput = .09391., This value is higher

than the throughput calculated from values tallied by the program
which indicates that the number of estimated bits is higher than the
actual number of transmitted bits. The number of bits which will be
transmitted is difficult to estimate since there are many activities
within ABACS which contribute to bus traffic. The actual number of
successfully transmitted bits is calculated from the usage time of the

bus: 1.85520 * 10E6 = 18,552,000 bits over a 20 second time period.

The aggregrate offered load is the total amount of data transmitted on
the bus including packets successfully transmitted (18,552,000 bits)
and the bits transmitted by each device involved in any collision. If
three new or repeated packets collide, then the maximum or worst case
offered data to the bus is 512 bits by =ach device or 1536 bits. The
round trip propagation delay of a bit is 51.2 micro seconds and a slot
time is defined as 512 bit times. Therefore, the maximum number of
bits which may be transmitted on the cable by a device before a
collision is detected is 512 bits. The total offered load will be
calculated from the estimated traffic load of 18,781,920 bits. This
value is added to the 392 collisions with at least 2 colliding devices

of 512 bits each. The sum of thesc estimated values results in
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19,183,328 offered bits. The offered load is 19,183,328 / (10E6 * 20)
= 0.09592. The offered loading of the bus is actually about 9.59% of

the total bus capacity or about one me;;a bit per second.

The theoretical throughput is calcu:ated using the formula shown in
Section 2.0. It displays the theoretical value for the CSMA protocol.
The efficiency of the network in the configuration for this simulation
example is calculated by dividing th: simulated throughput by the
offered load. This valune specifies how efficient the network will be
at transmitting the information across the bus, for example, 97.5% of
the time the packet offered to the bus will be transmitted with no
collision occurring. Another way to estimate efficiency is to
calculate this percentage based on the actual number of packets
transmitted and the number involved in collisioms. In this case, there
were 5899 packets transmitted successfully and 392 collisions.

s . 3899 _ _
Therefore, the efficiency is about 5899 + 392 - 0.9377, and about

6.3% of the time a packet will collide with another packet.

Two additional performance parameters nave been included. The value in
parenthesis is another suggested means of calculating offered load.
This value will be referred to as alternate load. It is calculated by
summing all packets transmitted succ:ssfully plus the full packet of
information is included in the sum when a collision occurs. Offered
load, however, is the sum of all ths bits which were transmitted on
the bus including successfully transmitted bits and bits transmitted
in a collision. The parameter in parenthesis does not indicate the

load of the bus since this value includes data which was actually
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never transmitted on the bus. The efficiency is then calculated using
this parameter as if it were offered loal. As the plot of simulated
throughput versus offered load indicates in Figure 3.0 the curve using
alternate load is very close to the CSMA protocol. In fact, the
collision detection of the CSMA/CD protocol causes colliding packets
to terminate transmission upon detecting a collision (a maximum
transmission of 512 bits per colliding picket). If alternate load were
actually the same as offered load then the entire packet would have
been transmitted on the bus before a collision was discovered to
indicate the loading of the cable. For this reason the CSMA curve and
the alternate load curve are very similar and the CSMA/CD curve
jndicates a more efficient use of the cable since the entire packet is

not transmitted before a collision is detected.

The total offered data indicates the sum of all the packets which
could have been transmitted on the bus. [he offered data is the sum of
all the bits in packets which attempted transmission. When compared
with the simolated throughput, the actual amount of information which
has been offered but not transmitted due to collisions may be
determined. The efficiency value then shows the amount of information
transmitted versus the amount which was offered for transmission. The
chart of Figure 3.0 shows that the offered data is close to the actual
throughput value except at a very high loading. In the case of run 2,
the throughput bits was 18,552,800 in 2¢ seconds, but the offered bits
was 18,637,440 in 20 seconds. Therefore, only 84,640 bits remained to

be transmitted when the simulation endec.
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A summary of the output information nay be included in a special
report if the user chooses this option. In this way the information
from several runs may be examined frcm summary charts. The input
jinformation for a run is not included on this summary chart, but may
be examined for variable data such as packet sizes and transmit times
on the individual simulation report. Fowever, the summary charts are
very helpful when comparing the results of several simulation runms.

(See Section 3.3.)

In order to simnlate the operations of the VAX computers, the user
enters an estimated number of bytes that the VAX may transmit and
receive in any one second. The output report displays a message if
these parameters are violated at any time in the simmlation. This
jndicates to the program user that the configuration modeled
inherently overloads the VAX device. Reoalistically, these values show
that the VAX computer could not handle <he amount of data being sent
to it or the VAX computer could not transmit the information at that
rate. If either of these parameters are violated, a VAX in an
operational system would possibly loos2 information. In addition, the
namber of transmitted and received bits per second is displayed in a
table at the end of simulation report for each VAX attached to the
Ethernet cable. This table helps the user analyze the bus activity to
determine any bottlenecks which may have occured in the simulation.
Notice that the number of transmitted bits for a VAX is very high
(about 400,000 bits) during the periocds when a station controller is
brought on-line. But, after the statior is initialized the number of

bits the VAX transmits in a second statilized at about 10,000 bits.
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The simulation under discussion (Runm 2) is presented here as an
average worst case condition of ABACS. There is only one Ethernet
cable, all twelve devices are performing operatiomns over the cable,
and the station controllers are tcansmitting archive messages
frequently. This scenario is possible but not likely within ABACS
since all checkout tests are being performed simultaneously in this
simulation. Actually, the scenario displays a very heavily loaded
ABACS system. There were 80,000 bytes received by VAX 1 during the
fifteenth second of the simulation run. This indicates that the VAX is
very close to its maximum receive total of 90 Kbytes. However, only
about 10% of total Ethernet cable capacity was utilized, indicating
that the Ethernet cable for this ABACS :tcenario is lightly loaded. The
offered load must be increased significrantly before the efficiency of

the Ethernet cable is reduced.

In summary, the dual Ethernet Local Area Networks used within ABACS
provide the capability for transmission to occur on one network and
message reception on the other network. If one Ethernet should fail
during checkout operations, the rema:ning Ethernet is used both for
transmission and reception. From the results of this simulation
program, the one Ethernet cable can easily carry the load which
normally would have been shared. The major operational problem of a
failed Ethernet cable is the inability to bring any additional station
controllers on—-line. For a VAX to initiate communication with a
station controller, both Ethernet cable: must be functioning properly.
Both Ethernet cables are not required for proper operations in ABACS

since the simulation results indicate only a 10% bus utilization in an



ABACS worst case scenario (maximum traffic load using one cable). This
simulation also indicates that the mijor bottleneck in the ABACS

system will be the I/O limitations of the VAX.

3.2 Simulation Runs — Configuration and Expected Results.

Many simulation runs have been perfcrmed to date. The summary
information of fifteen different sceaarios/ configuration runs are
included in Appendix III, page 166. The basic configuration consists
of 2 VAX computers which periodically transmit information to station
controllers and 10 station controllers which respond to VAX commands
and send archive information. The packets sizes vary but primarily VAX
commands are 80 bytes, archive mensages are 1500 bytes, and
acknowledge messages are 80 bytes. The parameters which varied over
the fifteen runs are the number of commands issned from the VAX, the
frequency archive messages were sent to the VAX, and finally, VAX
computers and station controllers w:re added beyond the ABACS
capability to increase network loadiag. Using this configuration as
the basic scenario for observations, the bus performance can be

analyzed using this simulation program.

Intuitively, as the amount of information pushed onto the bus
increases, there will be a greater probability of collisions between
packets since many devices will begin trying to access the bus at the
same time and more frequently. Inde=d, as the number of packets of
information sent on the bus increas:d, the bus became much more

heavily loaded and many more collisions did occur. As the number of
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collisions became larger and larger, tbe bus became heavily saturated.
More packets were offered but fewer escaped & collision. The system
then remained occupied in an attempt to clear the backlog of packets.
The efficiency of the system will decrease as packets are offered and
the heavily loaded system will not be sble to transmit the information
because of the load created by many collisions that camse repeated

packet transmission.

Metcalfe and Boggs [MB76] of Xerox Palo Alto Research Center used an
experimental Ethernet system to analyze performance. Their system was
consistently 95% plus efficient when packet sizes were above 4000
bits. They conclude, 'For packets with a size approaching that of a
slot, Ethernet efficiency approaches 1/e, the asymptotic efficiency of
a slotted Aloha network’. The slot is defined here as ’‘the maximum
time between starting a transmission and detecting a collision, one
end-to-end round trip delay’. Since this delay time is 51.2 micro-
seconds, then the smallest packet size: (around 576 bits) will produce
the least efficient network. The 10 Mbps Ethernet bus would have an

effective data rate of only 3.68 Mbps ¢ cke izes became small and

the number of stations became large.

The ABACS configuration has a maximum of 12 devices attached to the
Ethernet. Compared to the maximum namber of 1024, the number of
stations is very small. In addition, there are both small and large
packets within ABACS. For every data picket sent within ABACS there is
an automatic acknowledge by the receiving device. This is the primary

source of small packets (80 bytes). However, the efficiency of the



ABACS system remained high even under a very heavy load. The
efficiency of this network configuration at 100% offered load was
85.2%. The efficiency of this networ} remained very high since the
number of stations was low and the pscket size was large on the
average. Increasing the number of stestions and lowering the packet
size wonld reduce the efficiency of the network as concluded by

Metcalfe and Boggs.

3.3 Comparison of Results when Parameter: Vary.

In addition to obtaining detailed resu:t from each run, the operator
may choose to have the simulation information included in summary
tables containing information from previous runs. This provides a
concise summary of each simulation and allows easy comparison of the
results obtained from each run. In this manner, the system may be
readily analyzed to determine the most asceptable configuration for

testing.

The results of the fifteen simulation runs are included in Appendix
III. The offered load was increased from 8% to 100% by varying the
number of packets transmitted on the bus from VAX commands with
station responses and station archive data. The number of VAX
computers was increased to five and the rumber of station controllers
was increased to fifteen to produce tte loading of the fifteen runs
shown. In this case, the throughput increased from 8% to 85%, and the
bus efficiency dropped from 98% to 85%. The throughput rates were

achieved in the 20 second interval as packet transmissions rose from
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5,514 to 32,005 with packet sizes of 80 and 1500 bytes. The results of
these runs are displayed in Figure 2.1 which shows the throughput rate
versus the offered load. Even a heavilv loaded Ethernet performs well

due to exponential backoff and collision detection features.

The simulation of Appendix III, Run 5 shows the performance of ABACS
under the absolute worst case conditions. The only difference between
Run 2 and Run 5 are the transmit frequencies of the archive buffers.
The rates at which an 86/14 board a:cumulates archive data is
generated from a 40 milli-second sceén cycle with all board inputs
changing on each cycle. Although this 1>ading is not actually possible
within ABACS, the Ethernet cable is busy 9.5 out of 20 seconds. The
offered load is 49.4% with a throughput rate of 46.3% which produces a
bus efficiency of 93.8%. Only about half the Ethernet capacity is
used, but the VAX computer within AFACS is unable to receive the

information from the station controllers at that rate.

The simulation runs 6 — 10 gradually increases the number of commands
the VAX sends to a station controller and the number of those commands
which require a response is increased. The stations which currently do
not perform archiving within ABACS were set to send archive data to
the VAX. In this way, the bus performarnce is predicted for possible
future configurations. In Run 10, all ten station controllers were
archiving data with estimated buffer fill times based on a 40 milli-
second scan cycle. The collision rate vas high since many packets were
offered simultaneously. During the 20 second interval, over half the

time (13.3 seconds) was spent transmitting transmitting packets with



no collisions. Notice that some data packets were lost im runs nine

and ten since they were involved in collisions sixteen times,

In order to bring the offered load to 100% of capacity, additional VAX
computers and station controllers beyond the scope of ABACS were added
to generate additional traffic on the brs. For the configuration of
run fifteen the effective data rate of the Ethernet was about 8.5
Mbits per second. However, there were many collisions which occured so
that the system then remained occupied transmitting re-try data. The
offered data to the bus was 91.07 compsred to a throughput rate of
85.88. The number of bits transmitted was 171,769,594 bits where as
182,135,200 were offered as data to the bus. Therefore, about
10,365,606 bits were offered but remained in a state of collision
resolution. The maximum possible would Lave been about 200 Mbits in 20

seconds. About 5.7% of the offered data remained to be transmitted.

3.4 Limitations on Configuration.

Ethernet specifications limit the cable length to 2.5 kilometers. This
allows a maximum of 1024 stations connected 2.5 meters apart. The
simulation does not handle this number of stations. The limiting
factors are the computer memory and the amount of time required to rumn
a simulation of this magnitude. For the¢ allowable number of stations,
see Section 2.2. Another specification of Ethernet is packet size. The

maximum allowed size is 1526 bytes, and the minimum packet size is 72

bytes.
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From the simulation runs presented, the system configuration may be
varied in many ways. However, the performance of the network will vary
greatly depending on how it is structured. To ensure that the system

performance is high (efficiency above 75%), keep the packet size

large. One obvious way to improve ABA(S efficiency is to discontinue
sending the automatic acknowledge by the receiving station. However,
the acknowledge information is important in this system to verify
important data reception. If the small packets were reduced, then the

number of collisions on the bus will be reduced and thus the amount of

repeated data. With very small packet sizes and a high number of

stations transmitting, the efficiency i _reduced to 36,8% of capacity,

A high performance on the Ethernet is also achieved when the data is
divided over time so that transmissions are structured. Currently
within ABACS the test sequences are not performed in a structured
manpner. For example, the archive buffers are set to fill and transmit
at a certain time, but no effort was made to insure that packets had
transmit times which did not interfere with other attempts. The ABACS
tests actually occur on a random basis and VAX commands sometimes have
responses and sometimes do not., 1f the messages could be time
structured so that messages do not attempt to transmit in the same
time frame, then fewer collisions would occur. However, the ABACS
devices must have the flexibility of random access to the Ethernet.
The archive buffers are filled as test results are analyzed and VAX
commands are issued as needed to perfo:m a test. For these reasons,

structuring packet transmission within ABACS is not feasible.



Another limjting factor is the data rate of the devices attached to

the bus, The bandwidth of the Etherret cable is 10 Mbps. However,

there is no way to utilijze the maximum bandwidth unless there are
devices attached which can su ir.formation to be transmitted at
that rate. For example, the VAX computers are able to transmit an
estimated 100 Kbytes per second and receive only 90 Kbytes per second.
In the examples of Appendix III, the initial two simulation runs are
configured so that these parameters are not violated. If, however, the
number of archive messages are increased as in Run 3, then the VAX
computer is realistically unable to handle the load. For the ABACS
system, the Ethernet bus is lightly loaded and can accommodate & much
beavier load. The remaining simulation runs demonstrate that although
the VAX could not realistically transmit or receive at the higher rate
the Ethernet can efficiently carry a much heavier load. This
illustrates the point that if the VAX units are replaced with higher
I/0 rate devices, then the system will be able to handle a higher date

loading.
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4.0 WORST CASE ANALYSIS

A worst case analytical analysis has been developed for the ABACS
Local Area Network System. This analysis calculates the amount of
information generated for tramnsmission on the Ethernet cable by the
ABACS stations and demonstrates that the ABACS system can accommodate

a worst case load even on a single Ethernet LAN.

4.1 Analysis

The worst case analysis of the ABACS data communication must involve
the Ethernet, the iSBX 186/51 LAN interface boards, the SBC 86/14
boards, which are the interface betweer the analog data sensors and
digital data sources and the iSBX 186/51 boards, and the input/output

capabilities of the VAX units.

As stated previously in this report. the VAX units can transmit at
approximately 100K bytes per second (:00 KBps) rate and receive at
approximately a 90 KBps rate to the iSEX 186/15's. The basic stations
connected to the Ethernet cables are thie FWD and AFT stations (2 of
each), the EMU, the TVC, the IEA, the ASA, the VSWR remotes, and the

DFI. Figure 1.1 illustrates these distunces.

The normal operation of the system w.11 not require the simultaneous
checkout of all ten stations. Typically, the SRB testing is done in

pieces. Not all Ethernet stations are actively powered and operational



at the same time., For this reason, the worst case analysis will

consider three cases:

1. All stations except AFT #1, AFT #2 and TVC are operational,
2. All stations except FWD #1 and FWD #2 are operational,

3. All stations are operational.

In all three cases the basic data flow will consist of offered
commands from the VAX, command acknowledgements from destination

station and archive data transmissions with VAX acknowledgements.

For each case the total amount of expect:d archival data is estimated
using the data in Table 4.0. The estimated worst case input bit rate
is derived from the number of analog and digital data sources
possible. As may be observed in Table 4.0, there are a number of
86/14 boards with a varying number of analog and digital data sources.
Each data soerce has an equivalent of 200 bits per second date
generation rate. For a station, one of the AFT stations for example,
the total accumulated worst case input data rate is found by adding
the worst case data rates for each board. This total for the AFT

station is 4400 Bps (35,200 bps).

One aspect of the archiving of data is that only changes in data
sensor outputs are recorded in the stations 86/14 board and
transmitted over the Ethernet. Thus, it is likely that only 50% of

the 4400 Bps would need to be transmi:zted. The worst case analysis
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TABLE 4.0

86/14 BOARD INPUTS AND FII L TIMES (ESTIMATES)

86/14 WORST CASE  WORST CASE
BOARD CPU ESTIMATED EQJIVALENT ESTIMATED INPUT
STATION # # #INPUTS _ INFUT TOT FILL TIME BIT RATE
DICITAL SECONDS bps / Bps
FWD & EMU 1 3 76A 76 0.04 15200 / 1900
2 4 12D 12 0.24 2400/ 300
3 5 0 0 1.0 e
4 6 0 0 e
5 7 16A 16 0.2 3200/ 400
6 8 16A + 12D 28 0.1 5600/ 700
7 9 16A +24D 40 0.16 8000 / 1000
AFT 1 3 76A 12 0.04 15200/ 1900
2 4 12D 76 0.24 2400/ 300
3 5 16A + 16D 32 0.08 6400/ 800
4 6 16A + 8D 24 0.12 4800/ 600
5 7 16A + 16A 32 0.08 6400/ 800
6 8 0 O -
TVC 1 3 16D+8D+8D+8D 112 0.02 22400 /2800
+24D*3
2 4 16A * 4 64 0.04 12800 / 1600
3 5 16A+4D+16A*3 68 0.04 13600 /1700
4 6 24D 24 0.12 4800/ 600
IEA 1 3 16A*3 + 24D 72 0.04 14400 / 1800
2 4 T6A 76 0.04 15200 / 1900
3 5 16A*3 48 0.06 9600 / 1200
ASA & VSWR 1 3 0 -
DFI 1 3 ? ? 05 e
2 4 ? ? 0.7 e
3 5 ? ? 09

A = Analog data line (Sampled at a 25 sample per secind rate and converted to an 8 bit number per
sample). Thus, A has 200 bps equivalent Digital rate

D = Digital channel (Number of bits input). Thus, D t-as 200 bps equivalent Digital rate.
b = bits
B = bytes

Note that there are 2 FWD stations, 1 Emulator, and Z AFT stations.

71



will consider both the 50% and 100% sitvation. In addition, it should
be noted that the archived data is buffered into 1500 Byte packets for

transmission over Ethernet.

The outlying statioms which interface t¢ the SRB transmit archive data
to the VAX units. Thus, if a 1500 Byte packet at the TVC station is
ready for transmission, it is transmitted via Ethernet to the VAX,
The transmission rate over Ethernet is at a 1.25 MByte rate and takes
approximately 1.2 milliseconds. Of coarse, there will also be VAX
command transmissions with receiving station acknowledgements on the
Etbernet at random times during archival data transfers as well as the

VAX antomatic acknowledgements.

The archival data gathering takes place on a regular basis. For
example, the analog data sources are sampled at a 25-sample per second
rate and each sample is converted to an 8-bit number. (The equivalent
bit rate of an analog data line is 200 bits per second. Assuming data
sources that are digital tramsducer outputs, the same data rate has
been assumed.) Thus, it is conceivable that the archiving data
transfer for the busiest 86/14 board cculd be 1500 Bytes every .535
seconds. However, only changes in desta are transmitted. Thus it is
probable that say only 50% of the archiving data source data requires
transmission. Based on the above desciiption, the analysis for Case 1

is summarized in Table 4.1.
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Active Stations Providing

TABLE 4.1

Case 1 Woprst Case Analysis
Archival Transfers Only

Total Worst Case

Assuming 20% Overhead for 1500 Byte Packets

Total Archive Data and OVHD Total Archive Data and

Source Data Data Generation to be Transmitted to VAX OVH to be Transmitted to
Rate (Bytes Per Assuming 50% Need VAX Assuming 100% Need
Second)
FWD #1 4,300
FWD #2 h,300 10,680 Bytes Per Second 21,360 Bytes Per Second
EMU 4,300
IEA 4,900 CONCLUSION: THERE IS MORE THAN SUFFICIENT CAPACITY ON
BOTH ETHERNET AND VAX I/0, EVEN ON ONE LAN.
e 2 A
AFT #1 4,400
AFT #2 4,400
EMU 4,300 14,820 Bytes Per Second 29,640 Bytes Per Second
IEA 4,900 CONCLUSION: THERE IS MORE THAN SUFFICIENT CAPACITY ON
BOTH ETHERNET AND VAX I/0, EVEN ON ONE LAN.
Case 3 Worst Case Analysis
2 FWD
2 AFT 33,300 aggregate 19,980 Bytes Per Second 39,960 Bytes Per Second
EMU CONCLUSION: THERE IS MORE THAN SUFFICIENT CAPACITY ON
BOTH ETHERNET AND VAX I/0, EVEN ON ONE LAN.
TVC

IEA



One may observe that for omly archival data transfers with no commands
from VAX, no transfers from TVC to AFT :tations, and no acknowledge

messages, the single LAN and VAX I/O’'s Lave sufficient capacity.

Consider now a series of 60 commands, the required 60 acknowledge
messages, and the VAX acknowledgements to archive messages (about 30
Ethernet messages). Since the commands night be buffered into longer
packets, an estimate of 500 Byte packets is used for VAX commands.
The acknowledgements are assumed to b2 100 Byte packets. The data
transfer requirements are now increascd by an additional 6600 Bytes,
still well within the capacity of the VAX machine I/0 capability and

the Ethernet requirements.

Consider, however, the sitmation that might arise when all stations
want to transmit 1500 Byte packets at the same time due to a quirk in
timing. There will be a heavy period of collisions, and then the
system should sort itself out. Initially, there will be approximately
30 packets to be tramsmitted. Assuming all are involved in an average

of three collisions, then the time 1o transmit is upper—bounded by

30 pkts x (3 colls + 1 successful retry) x 2.1 millisecond/pkt

<+

30 ack pkts x (3 colls + 1 successful retry) x .7 millisecond/pkt

or a time of 336 milliseconds. (For the equation above, a .20
millisecond wait period is assumed, pk' implies packet, ack implies

acknowledge, and coll implies collis:ion.) How long will it be before



the next set of archival data is ready to be transmitted? The answer
is found in the data of Table 4.1. Each 86/14 board accumulates the
archive information into 1500 Byte packets to transmit. The worst case
data arrival or generation rate is the 2800 Bytes per second which is
shown in the worst case input bit rate column of Table 4.1. Thus, in
530 milliseconds, a second packet will be ready. (This is the first
86/14 board listed for the TVC station.) The first initial burst of
simultaneous archival data transmission should be accomplished in a
little over half the time it takes tc¢ ready just one more packet.
Even if 60 commands are transmitted and acknowledgements received by
the VAX in this first one second period , the additional time for this

would be:

60 pkts x (3 colls + 1 successful retry) x 1.08 millisecond/pkt
+

60 acks x (3 colls + 1 smccessful retry) x .7 millisecond/pkt

or a total of 427 milliseconds extra time. (The same assumptions as
before are made for this equation.) The total time required for the
first archival data and acknowledgements plus 60 commands and 60
acknowledgements under 300% collision will require 763 milliseconds.
During this period there could be one new packet generated at the 530
millisecond point by the TVC 86/14 board number 1. The next three
packets will be generated at the 789 millisecond point, due to a 1900
Byte per second worst case data generation assumption. Thus, there is
approximately 100 milliseconds of time to transmit the additional 1500

Byte TVC packet, which would take 8.4 milliseconds even with three



collisions and .200 msec average waitirg between retries. The system
should recover in the first one-second period, and the uneven data
generation rates will smooth out the data transfer requests within the

end of the first second.

4.2 Analysis Conclusions

The configuration discussed includes all archival data sources
simultaneously ready to transmit 100% of the archival data (all newly
changed data assumed) from 100% of the possible stations with VAX
acknowledgements for each archive message and an assumed 60 commands
from the VAX with the 60 required acknovledgements. A 300% collision
rate is assumed. The ABACS systen, even under the worst case
configuration, will be able to accommodate the communication load

under the single LAN assumption.
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5.0 RECOMMENDATIONS FOR IMPROVING SYSTE}M RESPONSIVENESS

Several considerations for improving system responsiveness are
presented. The suggestions include equipment upgrading, packet size

considerations, and data loading.

5.1 ABACS Environment.

The VAX 11/750 computer systems can receive about 90 Kbytes per second
and can transmit about 100 Kbytes per sezond. Since these values are

only about 8% of the Ethernet capability of 10 Mbits per second,
upgrading the VAX computers to a system with a faster throughput rate
will allow both an increased informatijon transfer and a faster message
interpretation and handling cycle.

In order to reduce the possibility of jalse collision detection, the
devices attached to the Ethernet cable mist be placed on appropriate

2.5 meter commection locations, Device Ilacement on the cable must be

carefully controlled to insure reflections do not add in phase to a

significant degree. By using the minimum separation lengths of 2.5

meters, reflection build~up may be avoided.

5.2 System Considerations.

When a station controller is initialized for communication with the

VAX control computer, the bus activity is increased significantly. The

VAX sends a station about 400 Kbits of information on initialization
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and the station controller responds with about 240 Kbits. This
transfer has been simulated as occuxrring over a 1 to 2 second
interval. There are additional delay times associated with the
initialization procedure within ABACS. Since the bus is heavily loaded
during initialization, the station controllers should be ’'brought on-—
line' when slack times occur on the bus. Stations should not be

initialized at the same time since th: VAX may become over loaded by

the increased demand.

To reduce the system communication requirements, the VAX commands
which are about 20 bytes should be combined to form fewer but larger
Ethernet packets. This operation which is called a sequential
operation in ABACS is currently performed on a limited basis. Only
about 1 in 50 out-going messages from the VAX to a station are
sequential operations. If the VAX commands were combined into larger
single commands, then the number of scknowledge messages returned by
the receiving station would also be reduced. By lowering the number of

messages and increasing th acket iize of the messages which are

transmitted, fewer collisions will occur and the efficiency of the

Ethernet will be improyed

If the auntomatic acknowledge of a packet by a receiving station could
be eliminated, then the number of Etheinet transmissions is reduced to
almost half the current value. The frequent transmission of small

packets greatly reduces the Ethernet eificiency.



6.0 CONCLUSION

The purpose of this research has been to provide a software tool that
will aid in the performance analysis of the ABACS Ethernet system in
varying configurations, This program is specifically designed to meet
the needs of the engineers and scientists at NASA's Huntsville
Operation Support Center. The model provides for control computers
which issue commands to station controllers also attached to the
Ethernet cable and for control computer archival of information

received from the station controller.

The report began with a detailed description of the system
configuration and operations to be modeled. Figure 1.0 gives an
overview of the system configuration. This establishes a basic
configuration for test cases in Sectior 3.0. The devices which serve
as the components of the network modeled are characterized in Section
1.1. Section 1.2 analyzes the traffic flow of the ABACS system. A
complete description of the Ethernet protocol is then presented in
Section 1.3 to provide insight into Ethernet characteristics and

operations.

Section 2.0 was provided to detail the ABACS operations modeled. In
addition, the performance parameters used to analyze the network were
explained and a user interface with a description of bhow to use the
simulation model was included. This section also provides the
validation criteria used for this program. Using the results of many

simulation runs, the offered load versus throughput were plotted in
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Figure 2.1. The graph produced result: very close to the research
efforts of [ABA77] and [SH80]. For u heavily loaded bus with 20
devices attached and with about half the packet sizes 80 bytes and
half 1500 bytes, the bus efficiency wa: near 85%. The bus utilization

then was about 8.5 Mbits per second.

In section 3.0 the results of several simulation run were presented.
To gain full appreciation of the ABACS system and performance under
varying scenarios, it is necessary to read Section 3.0. In summary,
the throughput of the network will approach 98% under favorable
conditions. However, adverse conditions such as small packet sizes
combined with a high number of stations produces a lower bound of
36.8% channel throughput. The examples within this report average a
throughput rate of 85% demonstrating ths robust features of Ethernet.
The efficiency of this network remained high since the number of

stations was low and the packet size was large on the average.

A worst case analysis if the expected Ethernet load was presented in
Section 4.0. From the analysis configuration of this section, the
ABACS system, even in the worst pcssible case, will be able to
accommodate the communication load under the single LAN assumption. In
comparison, the simslation run configuration for Run 2 in Appendix III
closely parallels the analysis configuration of Section 4.0. The
results of simulation run 2 also demonstrate that the ABACS VAX
computer will be able to transmit an¢ receive information without
loss of data under this worst case scenario. Since only about 10% of

total Ethernet cable capacity was utilized, the offered load must be



increased significantly before the efficiency of the Ethernet cable is

reduced.

Several suggestion for improving system responsiveness were proposed
in Section 5.0 to reduce inefficiency ia the network. This included
VAX control computer upgrading, station spacing onm the Ethernet cable,
station initialization, and reducing the number of transmitted

messages on the Ethernet cable.

Finally, the stated objectives of this -esearch have been reached. As
always, additional features could be added to this model to produce
improvements. The current model provides an accurate and valid

performance analysis for the system configuration stated.
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ATTRIBUTES OF SYSTEM COMPUTER - iSBC 286/10

1) 8 MHz 80286 microprocessor (16/32 bit CPU)

2) 16 Megabyte physical addressability, 1 gigabyte virtual
3) 80287 numeric data coprocessor - IEAA P754 STD

4) Multibus and LBX bus capability

5) 0 wait—state synchronous interfsce to memory

6) Local and dual port RAM capabilities

7) 8 JEDEC 28 pin sites for 128K (#K) RAM/ 512K (64K) EPROM
8) 2 SBX bus interface connectors

9) 16 levels of vectorized interrupt control

10) Centronics—compatible paralled I/O interface

11) 2 Multiprotocol synchronous/ asynchronous serial I/0
12) Multibus interface for multimaster configuration

13) 3 independent 16 bit interval timers

14) 64 Kbytes of I/O addressing
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1)
2)
3)
4)
5)
6)
7)
8)

9)

ATTRIBUTES OF ETHERNET I/¢: COMPUTER - iSBC 186/51

6 MHz 80186 microprocessor (16 bit)

128 Kbytes of dual port/ local RAM

6 JEDEC 24/28 pin sockets for RAM/EPROM (32K EPROM)

2 SBX bus interface connectors

2 serial I/0 channels

1 Megabyte direct memory addressability

64 Kbytes of I/0 addressability

an onboard intelligent communications controller capable of
gaining access to the Ethernet serial link, formatting data
into packets, and targeting the data to its destination with
DMA transfer of the data from memory.

3 independent 16 bit interval timers

10) 2 independent high speed DMA channels

BLOCK DIAGRAM OF ETHERNET iSBC 186/51
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ATTRIBUTES OF I/0 COYPUTER - iSBC 86/14

1) 16 bit 8086 CPU (16 bit internal and 16 bit data lines)

2) 1 megabyte direct addressability

3) 32 bytes of on-board RAM that is configurable for local and/or
dual port to multibus in part or all

4) supports additional 32 Kbytes of RAM with add-on board

5) Multibus arbitration chips

6) On board RS-232 interface

7) On board parallel interface with 24 bits divided into three 8
bit words with each word separately configurable and one word
configurable with 4 bits in and 4 bits out

8) 2 SBX interface buses on board

9) 64 Kbytes of I/0 addressing

10) 5 or 8 MHz jumper selectable CPU clock

11) 3 independent 16 bit intezval timers

12) 9 vectored interrupt levels
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STATION I/O IDENTIFICATIONS

SINCE THE SBC286 AND SBC186 BOARDS PERFORM NO UNIT UNDER TEST (UUT)
INTERFACE, THE FOLLOWING INFORMATION SHOWS THE SBC86/14 BOARD I/O
IDENTIFICATIONS. THE SBX INTERFACES INCLUDE:

CURRENTLY NO ARCHIVING PERFORMED:
488 - IEEE 488 INTERFACE
328 - ANALOG OUTPUT
354 - RS-232 INTERFACE

ARCHIVING MAY BE PERFORMED:
311 - ANALOG INPUT - 16 SINGLE-ENDED INPUT CHANNELS

350 - DISCRETE I/O - 3 CHANNELS WITH 8 BITS EACH

CHANNELS ARE DESIGNATED A, B, & C
A - CAN BE PROGRAMMED AS 8 BITS INPUT OR 8 BITS OUTPUT.

ARCHIVED IF INPUT.

B - SAME AS A.
C - CAN BE SAME AS A OR SPLIT INTO TWO 4 BIT CHANNELS WITH 1

INPUT AND THE OTHER OUTPUT. ARCHIVED IF INPUT.
MDM- UUT DEVICE CONNECTED TO ABACS VIA A SERIAL INTERFACE.
4 MODULES EACH HAVING THREE 16 BIT CHANNELS, ALL INPUT.

2 MODULES EACH HAVING 32 ANALOG INPUT CHANNELS.
ALL MDM INPUTS ARE ARCHIVABLE.

SBXO IS NOT USED FOR TESTING. THE ONLY VALID SBX'S ARE 1 UPTO 8.
SBX 3 - 8 ARE ON AN EXTENDER BOARD THAT IS ACCESSED OVER THE MULITBUS.

SBX 1 & 2 ARE ON THE SBC86/14 BOARD AN ARE ACCESSED OVER A LOCAL BUS ON
THE BOARD.
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STATION /O IDENTI-ICATIONS

SBX350 KEY PCRT ADDRESS
CH/CL/B/A 00C8 ONBOARD PPI
[-IN 0-OUT 0080 iSBX J4

00A0 iSBX J3
1100- 11A0 iSBX EXPANDER CARD

STATION CPU# SBX0Q SBX1 SBX2 SBX3 SBX4 SBXS SBX6 SBX7 SBXS

FWD 3 0/1/1/0 0/0/0/0  0/0/0/  0/0/0/0 0/0/0/0 0/0/0/0  0/0/0/0
1&2 (00C8)350 (0080)488 (00A0)350 (1100)350 (1 120)350 (1140)354 (1160)350 (1180)350 (11A0)350
4 0/1/1/0 0/0/0/0

(00C8)350 (0080)MDM (00A0)350

5 0/1/1/0 0/0/0/0
(00C8)350 (0080)328 (00A0)350

6 0/1/1/0 0/0/0/0
(00C8)350 (0080)328 (00A0)350

7 0/1/1/0 0/0/0/0
(00C8)350 (0080)311 (00A0)350

8 0/1/1/0 1/0/1/0
(00C8)350 (0080)311 (00A0)350

9 0/1/1/0 /i1
(00C8)350 (0080)311 (00A0)350

STATION CPU# SBXQ SBX1 SBX2 SBX3 SBX4 SBX5S SBX6 SBX7 SBXS

AFT 3 0/1/1/0 YO0  0/0/010  0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0  0/0/0/0
1&2 (00C8)350 (0080)488 (00A0)350 (1100)50 (1 120)350 (1140)350 (1160)350 (1180)350 (11A0)350
4 0/1/1/0 0/0/0/0
(00C8)350 (0080)MDM (00A0)328
5 0/1/1/0 0/0/0/0  0/0/0/0  0/0/0/0
(00C8)350 (0080)311 (00A0)311 (1200)::28 (1220)328 (1240)354 (1260)350 (1280)350 (12A0)350
6 0/1/1/0 0/0/0/1
(00C8)350 (0080)311 (00A0)3500
7 0/1/1/0
(00C8)350 (0080)311 (00A0)311
8 0/1/1/0
(00C8)350 (0080)328
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STATION I/O IDENTIFICATIONS

SBX350 KEY PORT ADDRESS
CH/CL/B/A 00C8 ONBOARD PPI
I-IN 0-OUT 0080 iSBX J4

00A0 iSBX I3
1100-11A0 iSBX EXPANDER CARD

STATION CPU# SBX0 SBX1 SBX2 SBX3 SBX4 SBXS5 SBX6 SBX7 SBX8
TVC 3 01/1/0 a0 0/0/01  0/0/01 0001 11N /11 oyt
(00C8)350 (0080)488 (00A0)350 (1 100)35 (1120)350 (1140)350 (1160)350 (1 180)350 (11A0)350

4 0/1/1/0 0/0/0/0 0/0/0/0  0/0/0/0
(00C8)350 (0080)354 (00A0)311 (1300)311 (1320)311 (1340)311 (1260)350 (1280)350 (12A0)350

5 0/1/1/0 0/1/0/0  0/0/0/0  0/0/0/0  0/0/0/0
(00C8)350 (0080)311 (00A0)350 (1200)3£0 (1220)350 (1240)350 (1360)311 (1380)311 (13A0)311

6 o0 LN
(00C8)350 (0080)350 (00A0)328

STATION CPU# SBX0 SBX1 SBX2 SBX3 _SBX4 SBXS SBX6 SBX7 SBX8
IEA 3 0/1/1/0 innut 0/0/0/0
(00C8)350 (0080)488 (00A0)311 (1 100)3 11 (1120)311 (1140)328 (1160)350 (1 180)350 (11A0)328

4 0/1/1/0
(00C8)350 (0080)MDM (00A0)328

5 0/1/1/0 0/0/0/0  0/0/0/0
(00C8)350 (0080)311 (00A0)354 (1200)311 (1220)311 (1240)328 (1360)350 (1380)350

STATION CPU# SBX0 SBX1 SBX2 SBX3 SBX4 SBXS SBX6 SBX7 SBX8
ASA 3 11/1/0 0/0/0/0  0/0/0.0
(00C8)350 (0080)488 (00A0)350 (1 100)250 (1120)311

STATION CPU# SBX0Q SBX1  SBX2 SBX3 SBX4 SBX5 SBX6 SBX7 SBX8
VSWR 3 /1/1/0 0/0/0/0  0/0/010
(00C8)350 (0080)488 (00A0)350




86/14 BOARD INPUTS AND FILIL TIMES (ESTIMATES)

86/14 WORST CASE WORST CASE
BOARD CPU ESTIMATED EQUIVALENT ESTIMATED INPUT
STATION 4 # #INPUTS __INPUTTOT _ FILLTIME  BITRATE
DIGITAL SECONDS bps / Bps
FWD&EMU 1 3  76A 76 0.04 15200 / 1900
2 4 12D 12 0.24 2400/ 300
3 5 0 0 10 -
4 6 0 0 I S—
5 7 16A 16 0.2 3200/ 400
6 8 16A + 12D 28 0.1 5600/ 700
7 9 16A + 24D 40 0.16 8000 / 1000
AFT 1 3  76A 12 0.04 15200 / 1900
2 4 12D 76 0.24 2400/ 300
35 16A + 16D 32 0.08 6400/ 800
4 6  16A+8D 24 0.12 4800/ 600
5 7 16A + 16A 32 0.08 6400/ 800
6 8 0 0 e e
TVC 1 3 16D+8D+8D+8D 112 0.02 22400 / 2800
+24D*3
2 4 16A * 4 64 0.04 12800 / 1600
35 16A+4D+16A*3 68 0.04 13600 / 1700
4 6 24D 24 0.12 4800/ 600
EA 1 3 16A*3 + 24D 72 0.04 14400 / 1800
2 4 T6A 76 0.04 15200 / 1900
35 16A*3 48 0.06 9600 / 1200
ASA&VSWR 1 3 0 0 e e
DFI 1 3 7 ? 05 -
2 4 ? 07 -
3 5 7 ? 09 -

A = Analog data line (Sampled at a 25 sample per st .cond rate and converted to an 8 bit number per
sample). Thus, A has 200 bps equivalent Digital rate.

D = Digital channel (Number of bits input). Thus, [) has 200 bps equivalent Digital rate.
b = bits
B = bytes

Note that there are 2 FWD stations, 1 Emulator, an 2 AFT stations.
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VAX

CONTROLLER IN VAX
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CONTROLLER IN VAX (SBC 86/14)

IKON INTERFACE INITIALIZATION
- SET ALL STATIONS INACTIVE IN ACTIVE STATION LIST
- SET UP INTERRUPT FROM IKON REZEIVE BOARD

- RESET IKON BOARDS STATUS
- RESET DMA END FLAG
- RESET ATTN FLAG
- RESET PARITY ERROR FLAG

- SET FCN1 LINE TO TELL VAX THAT CONTROLLER IS READY FOR STARTUP
- WAIT FOR VAX'S DR11W RECEIVE LINE TO BE SET

- SET UP FOR RECEIVE MESSAGE THROUGH IKON

- GIVE POINTER TO MESSAGE BUFFER TO THE IKON
BOARD FOR INCOMING MESSFGE FROM THE VAX

- GIVE LENGTH OF MESSAGE 10 IKON BOARD

- RESET IKOM BOARDS STATUS

- ENABLE DMA AND ATTN INTERRUPTS

- SET FCN1 LINE TO TELL VAX THAT THE
CONTROLLER IS READY TO FECEIVE MESSAGE

- PULSE FCN2 AND GO TO SE™ ATTN AND GO

- WAIT FOR "SET STATION ID" MESSAGE FROM VAX. THIS MUST BE
FIRST MESSAGE SENT. IF IT I& NOT, THE MESSAGE IS THROWN
AWAY AND THE WAIT CONTINUES.

- SET DUAL PORT MEMORY LOCATIO! USED BY ALL OTHER CPU BOARDS
FOR THE STATION ID.

- SET UP FOR RECEIVE MESSAGE.
RECEIVE MESSAGE FROM VAX - INTERRJPT 3 OCCURS

- IF IKON DMA COMPLETE BIT IS SET

- 1F MESSAGE 1S A CONNECT OR DISCONNECT
- GET ANOTHER MESSAGE BUFFER
- COPY MESSAGE INTO NEW MESSAGE BUFFER
- SEND NEW MESSAGE BUFFER TO SBC186/51

BOARD #2
- SEND MESSAGE TO SBC186/51 BOARD #1
- GET NEW IKON RECEIVE MESSAGE BUFFER



CONTROLLER IN VAX SBC 86/14)
(CONTINUED)

IF IKON DMA COMPLETE BIT IS NOT SET

- REUSE SAME MESSAGE BUFFER

- SET UP FOR RETRANSMIT

SET UP FOR RECEI